Clustering hypervisors to minimize failures in mobile cloud computing
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ABSTRACT

Resource virtualization has become one of the key super-power mobile computing architecture technologies. As mobile devices and multimedia traffic have increased dramatically, the load on mobile cloud computing systems has become heavier. Under such conditions, mobile cloud system reliability becomes a challenging task. In this paper, we propose a new model using a naive Bayes classifier for hypervisor failure prediction and prevention in mobile cloud computing. We exploit real-time monitoring data in combination with historical maintenance data, which achieves higher accuracy in failure prediction and early failure-risk detection. After detecting hypervisors at risk, we perform live migration of virtual servers within a cluster, which decreases the load and prevents failures in the cloud. We performed a simulation for verification. According to the experimental results, our proposed model shows good accuracy in failure prediction and the possibility of decreasing downtime in a hypervisor service. Copyright © 2017 John Wiley & Sons, Ltd.
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1. INTRODUCTION

At present, we face quick development and integration of information and communications technology. Emerging paradigms, such as mobile cloud computing [1] and the Internet of Things [2], have opened a wide range of new opportunities for industry and human recreational life. Stable mobile cloud computing power resides on remote physical servers that are interconnected to give higher performance. Mobile cloud computing provides almost everything as a service to users [3,4].

Virtualization combines cloud-based computational elements designed to control physical entities. Cloud systems can be applied in different areas, such as healthcare, civil infrastructure, energy-saving systems, industrial manufacturing, and transportation control. Apparently, these separate cloud systems may share the same resources, such as computing power, storage, and network infrastructure. In such cases, the load on physical resources will be non-uniform and highly unpredictable. An interesting issue is raised when heavy resource-sharing requests are made from separate systems with different requirements in terms of processing time and complexity. Such requests will result in a higher number of server failures and thus lower reliability of the entire cloud infrastructure.

Therefore, dynamic failure prediction is one of the most important issues in cloud computing systems [5]. Existing solutions to improve reliability are mostly based on statistical learning techniques that use very straightforward assumptions for server failure, such as thresholds for current physical server attributes like central processing unit (CPU) load, and random access memory (RAM) utilization. [6]. We propose a dynamic, failure-prediction heuristic algorithm by using real-time resource status as well as previous failure experience in order to improve overall reliability of the mobile cloud computing system. The proposed heuristic prediction model is carried out based on groups of attributes, such as CPU load, RAM load, and the load from user requests. In our model, each hypervisor monitors the real-time status of its underlying physical server, including CPU load, RAM load, data input/output (IO) rate, and number of user requests. We assume that
one hypervisor server has one corresponding hypervisor. The hypervisor is responsible for creating and hosting multiple virtual servers on a physical server, as shown in Figure 1. In addition, the hypervisor provides virtual servers with access to resource pools in the physical server. When a failure occurs in the physical server, its corresponding hypervisor consequently fails, too. In other words, physical server failure means hypervisor failure. We use the terminology hypervisor failure instead of physical server failure, taking the viewpoint of service consumers.

In order to satisfy quality of experience, it is very important to always keep the number of hypervisor service failures to a minimum. Thus, in this paper, we propose an effective idea to minimize the number of hypervisor failures. We group hypervisors in order to establish a fail-safe mechanism, and our proposed system is based on grouping hypervisors for that fail-safe mechanism. When a physical server becomes unavailable, which causes its hypervisor to fail, the virtual servers belonging to the failed hypervisor can be migrated to another hypervisor (or physical server). The two hypervisors (physical servers) are clustered in advance, preparing for migration just in case either of them suffers a failure. One cluster can contain more than two hypervisors. As the number of requests increases, a virtual infrastructure manager (VIM) gathers the attributes of each individual physical server by using heartbeat messages [5].

We use the naive Bayes classifier to predict expected times of failure based on the current status of the physical server by using previous-failure records. We chose the naive Bayes classifier because it is effective with only few variables, simple to use, and it computes the multiplication of independent distributions in the data [7]. The naive Bayes classifier has shown higher performance, compared with complex neural networks and decision trees [8]. The data on previous failures are collected into groups by interval times between failure occurrences. For instance, if hypervisor service failure occurs at time $t$, our proposed model checks the average value of each server attribute at time $t-2$ min (2 min ahead) and groups them as “2 min before failure” for individual hypervisors. The average value of attributes at between 2 and 5 min before failure will be grouped as “5 min before failure.” In the same way, other failure interval times from the existing data will be grouped so that the status of attributes will be checked in real time within these groups.

When the failure interval time is predicted for each hypervisor, the VIM will check previous predicted times before failure to check whether the pattern is increasing or decreasing. If the prediction shows a continuously decreasing pattern, the hypervisor will be considered at risk of failure. In that case, the VIM will choose another hypervisor from the cluster with the lowest tendency toward failure. The alternatively selected hypervisor should contain identical physical resources and enough available resources. Then, the migration of virtual servers between hypervisors can be performed. This re-clustering operation of virtual servers inside each cluster minimizes the number of failures and provides stable mobile cloud performance. This is the main advantage of our work.

This paper is organized as follows. We address related work in Section 2. Section 3 offers a description of hypervisors and clustering resources. Section 4 provides a detailed description and a performance analysis of our proposed heuristic failure-prediction approach. In Section 5, we present our proposed hypervisor-clustering mechanism and virtual server live migration method based on prediction results. Finally, we conclude the paper in Section 6.

2. RELATED WORK

TinyChecker provides transparent failure detection and recovery of virtual servers from hypervisor failures [9]. The technique in the TinyChecker approach is to leverage a special-purpose hypervisor using nested virtualization for failure detection and recovery [9]. TinyChecker uses a new mechanism called context-aware checking to detect hypervisor failures that can occur because of wrongly updated CPU states and corrupted virtual server memory.

![Figure 1. Resource virtualization and management in a mobile cloud computing system [4].](image)
TinyChecker knows the context (clues or background) of hypervisor actions in order to detect failures. It only can detect failure of a hypervisor and recover that specific hypervisor from failure, whereas our proposed mechanism migrates the virtual servers in advance based on service failure prediction for the hypervisor.

Dabbagh and colleagues [10,11] presented issues in resource allocation challenges and presented some potential solutions to reduce cloud data–center energy consumption. The authors use the Google cluster for their proposed framework to determine the number of requests that will arrive in cloud data centers, plus the amount of CPU and memory resources. Their proposed system provides an accurate estimated number of physical servers that cloud data centers need in order to serve their clients. Zheng et al. [12] proposed online failure prediction for cloud computing systems using system runtime data. This is different from traditional tolerance techniques that require an in-depth knowledge of underlying mechanisms, such as cloud theory and the hidden Markov model.

The new virtual server live migration advancements in mobile cloud architectures allow virtual servers to migrate from one server to another without any downtime for the applications running inside [13]. This is good for load balancing.

3. HYPERVERSORS AND CLUSTERING PHYSICAL RESOURCES

In mobile cloud computing systems, the physical servers are combined in a pool of interconnected networked environments to achieve more powerful computing performance for users. The mobile cloud is a service-oriented technology that delivers resources on demand [14]. In order to distribute physical resources between many users, virtualization techniques maximize the flexibility of the mobile cloud computing system.

A stand-alone physical server is designed to run an operating system and its applications. When there is a demand to use stand-alone services from clients, another stand-alone physical server has to be added with its operating system and applications to support the new demand. Stand-alone clients sometimes use 5% to 15% of the capacity of the physical server when there are only a few operations. This shows inefficient resource utilization and an immersgence of virtualization. Virtualization enables a single physical server to run multiple virtual server instances and applications. It provides simpler and more efficient resource management. Virtualization software solves problems by enabling several operating systems and applications to run on one physical server or host. Each self-contained virtual server is isolated from the others and uses as much of the host’s computing resources as it requires.

In a virtualized environment, virtual machines (VMs) have a common shared mobile cloud storage device. They seem to consumers to be one “physical server.” Owing to the interconnected physical servers in a virtualized environment, the physical servers share physical resources easily. And physical servers operate together to make the VMs active and more powerful when needed. Owing to these benefits, applications can be deployed faster, performance and availability increase, and operations become automatic. A virtualized environment becomes easier to implement and less costly to own, compared with the normal stand-alone physical infrastructure. Managing and allocating virtual servers in mobile cloud computing requires a special software control system called a hypervisor. The hypervisor manages multiple virtual servers or multiple instances of the same operating system on a single physical server. The hypervisor is responsible for providing virtual servers with access to physical resources.

A hypervisor is generally limited to one physical server and can only create and manage virtual images that use its physical server resources, as shown in Figure 1 [5]. In addition, the hypervisor provides features for controlling, sharing, and scheduling hardware resources, like power processing, memory, and network interfaces.

As mentioned earlier, the VIM administers multiple hypervisors across many physical servers. The VIM provides important functionalities to prevent failures of physical servers by clustering hypervisors across multiple physical servers (Figure 2a). This allows live migration of virtual servers from a failed hypervisor to a stable one, and thus, increases the reliability of the mobile cloud computing system as shown in Figure 2b. Clustered hypervisors exchange heartbeat messages among themselves and with a central VIM in order to maintain dynamic monitoring of resource status. Moreover, clustered hypervisors share the same storage, which may be further used to store virtual server resource files, as shown in Figure 2.

Further research to improve reliability and computing performance has resulted in a variety of new architectures and configurations. In the architecture presented in Figure 2, activities of the physical server nodes are orchestrated by hypervisors. The software layer that sits on top of each physical server provides mobile cloud consumers with access to the cluster of physical servers as one unified computing unit.

A hypervisor cluster is a group of independent hypervisors with their corresponding physical servers working together as a single system to provide high-service availability to consumers. When failure occurs in one hypervisor, resources are redirected, and workload is redistributed to another hypervisor inside the cluster. The hypervisor cluster uses a shared cloud device to live-migrate virtual servers and their resources [5], and the ability to seamlessly migrate virtual servers is now an integral part of nearly every virtualization deployment. A hypervisor cluster consists of two or more hypervisors working together to provide a fail-safe system when any hypervisor might malfunction. The cluster mechanism gives a higher level of availability, reliability, and scalability, compared with a single hypervisor. The main goal of clustering hypervisors in mobile cloud computing is to
Figure 2. A mobile cloud architecture with hypervisors clustering - (a) and virtual server migration in case of hypervisor failure - (b) [4].
make each one of them highly available, even during a failure. Higher availability of mobile cloud resources is a crucial issue from the mobile cloud consumer’s perspective.

4. PROPOSED APPROACH FOR SERVER FAILURE PREDICTION

When resource utilization exceeds a predefined threshold limit, the VIM migrates virtual servers to another hypervisor that has a lower load. In this paper, we only focus on service failure prediction because of increased system load. We do not focus on hardware failure. In other words, we only focus on service failure because of under-capacity of resources.

4.1. Failure prediction model

When there are more requests from mobile cloud users, the resources inside the physical server (or corresponding hypervisor) will exceed capacity, resulting in failure to properly handle new incoming users’ requests on time. In turn, the hypervisor inside a cluster will fail to provide services to users on time. Total service requests, CPU usage status, RAM usage status, and data input/output status indicate the current load condition of the hypervisor or corresponding physical server. These multiple factors show the condition of the server (and hypervisor) and their status. By comparing the current hypervisor status with previous failure data, it is possible to know if the current load can lead to a failure or not.

Error log files are used to retrieve previous failure data. Each log file contains the historical physical server status data at the time of failure and before failure. By analyzing the previous physical server status data, we can group the raw data into training data sets to model our prediction. The training data can be arranged into groups reflecting server status, depending on failure time. We assume that failure occurs at time $t$. The physical server attributes in this research are CPU status, RAM status, and the number of service requests. We categorize failure groups prior to time $t$. The failure data that are retrieved from the error log will create training data sets to model our predictions. The status data of each group according to the range of the time intervals are averaged to give more generalized data and are grouped into time sequential order.

The reason we take an average value for the data is for direct application of traditional classification techniques to our time series classification problem [15]. By comparing the category groups based on failure interval times against the attributes of the physical servers at runtime, it is possible to know how much time is left before failure if the physical server load continues to increase.

The prediction algorithm is modeled using a naive Bayes classifier. Despite its unrealistic independence assumption, it is remarkably successful in practice and uses a probabilistic prediction model to group the real-time physical server status against the training data. Once the group number is predicted, it is possible to know the amount of time left before failure.

4.2. Assumptions for training data

Training data are created from error log files and are grouped according to interval times before failure. We have $n$ groups of already trained data from $G_1$ to $G_n$. $G_1$ is the group that shows attribute data close to failure, whereas $G_n$ is far from failure. As the group number increases, the tendency to fail decreases. We have $m$ attributes that make up the training data from $A_1$ through $A_m$. These attributes can be CPU status, RAM status, the number of requests, and the amount of packet data sent/received by the server. We have real-time data $(D)$ that has to be grouped according to physical server attribute values.

4.3. Modeling the prediction

Our aim is to determine the most related group for real-time data $D$ in relation to the training data. First, we calculate probability $P(G_n|D)$ that real-time record attribute data $(D)$ is in group $G_n$ by using the naive Bayes classifier. After obtaining the probability value for $D$ towards each group, the higher probability group will be taken for $D$.

Using the Bayes rule, we can calculate $P(G_n|D)$ as

$$P(G_n|D) = \frac{P(D|G_n)P(G_n)}{P(D)} \quad (1)$$

$P(G_n|D)$ is the probability that the newly recorded data $(D)$ are in group $G_n$, that is, the conditional probability of a given attribute set of recorded data appear in group $G_n$. $P(G_n|D)$ is the probability that (for a given group, $G_n$) the attributes in the real-time record data $(D)$ correlate with group $G_n$. $P(G_n|D)$ is the prior probability of a given group in the training data, that is, the probability of real-time recorded data being in group $G_n$ without considering their attribute value information. $P(D)$ is the prior probability that specific real-time recorded data occurred.

To determine which group the new data $D$ should go in, we need to calculate $P(G_n|D)$ for each of the groups and find the highest probability.

$$P(G_n|D) = P(D|G_n)P(G_n) \quad (2)$$

$P(D)$ can be safely ignored, because we are interested in the relative (not absolute) values of $P(G_i|D)$, and $P(D)$ simply acts as a scaling factor and is common to all $P(G_n|D)$ calculations. Recorded data $D$ are split into a set of attributes, such as CPU load, RAM load, hard disk read/writes, error requests, and total requests from $A_1$ through $A_m$. $P(D|G_n)$ is the simple product of the probabilities for each attribute, given a specific group. To obtain
\( P(D|G_n) \), we calculate the product of the probabilities for each attribute, that is, the likelihood that each attribute appears in \( G_n \):

\[
P(D|G_n) = P(A_1|G_n)P(A_2|G_n) \times \ldots \times P(A_m|G_n)
\]

\[
P(D|G_n) = \prod_{i=1}^{m} P(A_i|G_n)
\]

\[
P(G_n|D) = \left( \prod_{i=1}^{m} P(A_i|G_n) \right) P(G_n)
\]

(3)

It is assumed that each attribute is random and normally distributed and can be represented by a Gaussian distribution. Each attribute will have its mean (\( \mu_{Am} \)) and variance (\( \sigma_{Am}^2 \)) in each group \( G_n \). To calculate the value of each attribute’s mean and variance in the available groups, we use the following formulas:

\[
\mu_{Am|G_n} = \frac{1}{N(G_n)} \sum_{i=1}^{N(G_n)} (A_m)_i
\]

\[
\sigma_{Am|G_n}^2 = \frac{1}{N(G_n)} \sum_{i=1}^{N(G_n)} (A_m)_i - \mu_{Am|G_n})^2
\]

(4)

where \( N(G_n) \) is the amount of training data in group \( G_n \).

Using a Gaussian equation, we can obtain the probability of each attribute value, \( P(A_{m,x}|G_n) \), for each group of training data. For each attribute of data \( D \), probability will be calculated with respect to the training data using the Gaussian probability density function as follows:

\[
P(A_{m,x}|G_n) = \frac{1}{\sqrt{2\pi\sigma_{Am|G_n}^2}} e^{-\frac{(A_{m,x} - \mu_{Am|G_n})^2}{2\sigma_{Am|G_n}^2}}
\]

(5)

where \( A_{m,x} \) is one of the attribute values of the real-time data and Equation 5 is resolved using Weisstein’s method [19].

Figure 3 shows how the Gaussian probability density graphs for two attributes will group a set of training data. We have new data to be tested in green that has to be grouped into one of the two groups shown in Figure 3. The two attributes show a Gaussian distribution surface shown in a circular contour in Figure 3. The training data are used to construct the Gaussian model inside each failure group. We use the naive Bayes classifier to obtain the most plausible group for the new set of data (green dot [data to be tested] in Figure 3) using the model generated from the training data. We use only two attributes in Figure 3 to clearly show our model.

4.4. Simulation results using experimental data

It is difficult to obtain an error log file from a mobile cloud environment, and it is also necessary to group the previous data into failure groups for prediction. To replace the error log data, we used one of the servers of the MonALISA repository for ALICE [19]. Physical server attributes for a 1-month period were collected using the FZK server farm of ALICE. Collected server attributes from the FZK server are CPU usage, RAM usage, CPU IO wait time, and Transmission Control Protocol/User Datagram Protocol (TCP/UDP) packets. We assumed that the FZK server will fail at three points: when server traffic reaches 1.0 GB/s, 1.22 GB/s and 1.95 GB/s (Figure 4). The red line in Figure 5 shows the three failure points. Because there are no actual data for a failure point in a server, we chose these points depending on load intensity in server traffic. To obtain a set of failure points, we chose three different server traffic points: 1 GB/s, 1.22 GB/s, and 1.95 GB/s. The server traffic points provided us a set of data points before failure occurs. The data regarding these failure points are grouped as shown in Figure 5, and these points are arranged into failure groups to give us a view of how the server behaves when failure happens. From 1 month of data, we arranged failure groups from for 1 GB/s, 1.22 GB/s, and 1.95 GB/s.

We set six failure groups from the selected failure points. The selected groups are 15, 35, 70, 120, 150, and
180 min before failure (Figure 5). Using each occurrence in a month, we compiled the failure groups before the server traffic reached the three failure points. We gave the failure groups names starting from 1, which is the one that occurs nearest to the points. We collected a set of groups within a 1-minute interval and averaged them to obtain a group of failures in accordance with each failure occurrence. We established a range of failure groups from 1 to 180 min and obtained training and test data sets. We selected 20% of the data points at random from the collected data as test data sets while keeping 80% for training data sets.

We selected test data sets in order to see the accuracy of our proposed naive Bayes classification method. From the results of the test data sets, the failures with the maximum probable values from naive Bayes classification were assigned as failure groups, and the predicted failure groups were compared with the original failure groups to check for correct predictions. The number of correctly predicted failure groups was used to calculate the accuracy rate of our proposed method.

The experiment showed, for the first failure point (1 GB/s), a 71.78% accuracy in the prediction of the pre-assigned failure group within 15 min of the failure group range. As we widened the range to 35 min, the prediction accuracy of the assigned failure range became 50.53% and we continued to increase the range up to 70, 120, 150, and 180 min, obtaining accuracies of 34%, 39.25%, 19.63%, and 15.22%, respectively. The results are shown in Figure 6. For the second failure point (1.22 GB/s), we obtained accuracies of 72.41%, 39.53%, 34.66%, 12.75%, 13.15%, and 7.98% for the 15, 35, 70, 120, 150, and 180 min groups, respectively. For the third failure point (1.95 GB/s), we obtained accuracies of 86%, 50%, 40.18%, 28.41%, and 25.98% for 15, 35, 70, 120, 150, and 180 min groups, respectively. Figure 7 shows the box plots of the failure groups with their respected tolerance ranges. The data points are generated from the differences between the generated data groups and the original pre-defined group numbers. Around failure occurrence time, the box plots show a normal and better result that resembles the original predefined failure groups. As the failure group ranges increase, the tolerance between the predicted and the pre-defined groups varies in big numbers.
As we can see in both Figures 6 and 7, the accuracy of the predictions is better for failure group 3 (1.95 GB/s).

5. PROPOSED CLUSTERING AND VIRTUAL SERVER MIGRATION MECHANISM

In a clustered hypervisor environment, the physical servers within a cluster should have the same configuration and component types. In that case, applications running on one physical server can easily be transferred to the other without compatibility issues. The new host physical servers must have enough resources, such as CPU processing capability, free storage space, and available RAM, to accept the new requests.

When a hypervisor fails and needs to migrate its hosted virtual servers, the capacity of the new hypervisor should be higher than the failed hypervisor. If there is no hypervisor with enough capacity, the virtual servers will be shared
among different hypervisors in the cluster. The VIM controls the hypervisor clustering process. Because each hypervisor is a part of a cluster, it shares its status and basic information as to RAM type and amount, CPU architecture and load, and storage device types. Depending on their properties and failure prediction results in real time, the VIM will migrate the virtual servers within a cluster.

When the migration of virtual servers is initiated, the VIM will check for the hypervisor inside the cluster that has the lowest load. The hypervisor with the lowest load has a higher failure-prediction group result. In other words, the hypervisor that has a lower load has a lower probability of failure, and vice versa. So, the VIM will check for those hypervisors with a higher failure-prediction group result and migrates virtual servers from the lower group hypervisor into the higher group hypervisor to level off the risk of failure.

When we obtain a group prediction, and it passes the threshold, the number of virtual servers of the hypervisor has to be decreased, or some of the virtual servers will move to other hypervisors inside the cluster. Thus, the VIM checks the available resources in order to host at least one of the virtual servers. Then, the VIM migrates one virtual server and checks the group prediction again for whether the hypervisor remains stable or not. If the prediction group still does not change, the system migrates other virtual servers to new hypervisors with the smallest load. By conducting prediction and migration continuously, our proposed systems make the hypervisors inside a cluster provide higher availability for mobile cloud consumers. There are many existing clustering methods for hypervisors. For example, the K-means clustering algorithm is one of the oldest methods, which has been used by different mobile cloud providers with minor modifications [20]. This paper does not depend on a specific clustering model, so any clustering model can be applied to hypervisors to improve the reliability of the mobile cloud computing system.

5.1. Future research topics in migration schemes

The choice of different probability thresholds in our proposed method depends on the type of physical server, operating systems, applications deployed on the virtual servers, and the load on the physical servers. We conducted a simulation on data collected from a third-party physical server, but could not include these attributes in this research. In future work, we will consider such a factor.

The proposed method predicts the possible failure of a hypervisor and its corresponding physical server(s) and suggests migrating the VM to an alternative VM before a failure occurs. However, a false prediction signal from our propose method is possible. In case of a false positive, the cost is unnecessary overhead from migration, but with a false negative, the cost is the downtime of the hypervisor. Both such false alarms incur additional costs. In addition, the hypervisor failure prediction will ask where to migrate. The location of the migrating hypervisor may influence the performance of cloud computing, such as bandwidth, tardiness, computing time, and other factors. We will conduct more research on these issues in the future.

6. CONCLUSION

In a virtualized mobile cloud environment, clustering of hypervisors is beneficial, in that, if a hypervisor failure occurs, active virtual servers can be transferred to a stable one. A failure prediction model was proposed in this paper to forecast whether a hypervisor has a tendency to fail under its current load. The prediction model was designed with a naive Bayes probability classifier and a Gaussian density function to attain high accuracy for failure predictions in real time. The predictions show high accuracy around the range in which the failures occur. But when we increase the range of the failure groups, the accuracy lowers. The reason for this is that the data-point attribute values become similar and do not show significant change as they approach the selected failure point. With failure prediction, we can achieve live migration of virtual servers, ahead of any outage, from the hypervisor at risk to a more stable one. Hence, migration of virtual servers decreases the load, and prevents failures in the mobile cloud system.
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